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1. Introduction 
Traffic data collection is a fundamental input for effective transport planning and management. 
Indicators such as travel time, vehicle speed and traffic flow volume are necessary for traffic 
management and investigating traffic congestion (Jedwanna & Boonsiripant, 2022). With the 
advent of intelligent transport systems (ITS), traditional data collection approaches such as field 
surveys are being superseded with technologies such as Bluetooth. Information extracted from 
traditional manual approaches are quickly outdated representation of actual traffic conditions. 
Bluetooth technology has been recognised as an alternative, cost-effective method to supply 
travel time (Bhaskar et al., 2015) and other valuable traffic information (Barcelö et al., 2010, 
Remias et al., 2017, Kulkarni et al., 2023) such as origin-destination demands (Behara et al., 
2018), routing choice (Kottayil et al., 2020) and vehicle trajectories (Advani et al., 2021). There 
has been increasing interest in the use of Bluetooth sensors in traffic management due to the 
rapid growth in the number of portable electronic devices that incorporate the technology.  
 
Bluetooth devices and scanners are being investigated by transportation agencies as potential 
additional data sources for enhancing transport analysis and forecasts (Bhaskar & Chung, 2013) 
and using this technology has been recognised as a viable technique for collecting real-time 
travel data (Sichani et al., 2022). A key Bluetooth sensor performance metric is coverage area, 
defined as the distance for a Bluetooth Media Access Control Scanner (BMS) to identify and 
connect with other Bluetooth devices. In transportation, Bluetooth coverage zones can be 
utilised to identify the presence of Bluetooth devices in passing cars. The coverage area is 
searched in order to read the Media Access Control addresses (MAC-ID) of discoverable 
Bluetooth devices at a particular point in time at a particular location. The MAC address 
uniquely identifies Bluetooth devices and enables the communication between them (Friesen 
& McLeod, 2015) and Bluetooth devices can be followed across multiple locations, allowing 
for the recognition of the same device and providing crucial travel time, speed and route 
information (Effinger et al., 2013). While there are many advantages to using Bluetooth 
technology in transport, it is important to acknowledge and address potential limitations such 
as outliers and filtering issues that can arise during data analysis and impact the accuracy of 
analysis results (Michau, Nantes et al. 2013). This research aims to address deficiencies with 
traditional survey-based data collection methods with the use of data generated by emerging 
technologies such as Bluetooth for travel time estimation. To achieve this goal and utilise these 
cost-effective and up-to-date data, we must employ a variety of filtering techniques to create a 
reliable database and apply it to travel time estimation. 

2. Review of existing outlier filtering methods  
An observation that considerably deviates from the expected travel time of a vehicle is referred 
to as an outlier. Measurement errors, alternative paths, stops between sensors and various modes 
of travel are among the numerous sources of outliers. These issues are commonplace, especially 
in metropolitan regions and can significantly affect traffic flow data (Van Boxel et al., 2011). 
Accurate Bluetooth data analysis therefore relies on the filtering of outliers, which may 
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ultimately introduce bias into results.  Under congested and/or unstable traffic conditions the 
outlier identification process can be challenging. A range of outlier-filtering approaches has 
been proposed in the literature, largely classified as statistical and smoothing techniques in this 
research. As an example of statistical methods, in research conducted by (Carrese et al., 2021) 
different filtering techniques including the comparison of extracted travel time with data from 
Floating Car Data (FCD) or Google API, the filtering around the median or mode, and the 
boxplot method, have been evaluated. The paper suggested that the mixed procedure using the 
maximum travel time, the maximum absolute difference with the mode, and the boxplot method 
resulted in the most accurate results. The performance of three filtering methods including 
median absolute deviation, modified z-score, and boxplot by considering the defined GPS 
dataset as ground truth data has been evaluated in (Mathew et al., 2017). According to this 
study, the modified z-score approach had the best performance with successful removal of 70% 
of the confirmed outliers and incorrect removal of only 5% of the confirmed nonoutliers. 
Respectively, the median absolute deviation and boxplot were recognized as the most and least 
aggressive methods with the highest and lowest removal of both outliers and non-outliers.  
 
Using the standard residual of the robust Greenshield model to determine the confidence 
interval has been proposed in (Van Boxel et al., 2011). A proactive adaptive outlier detection 
algorithm employing both current and historical data from k nearest neighbours to predict the 
travel time validity window has been introduced by (Moghaddam & Hellinga, 2014). A non-
parametric outlier filtering method called “outskewer” has been proposed by (Khedher et al., 
2021) to address the limitation of low-rate sample size and enable real-time outlier detection. 
In the smoothing technique category, well known methods including the TRANSGUIDE 
approach based on an adaptive, non-linear regression model (Sw, 1998), TranStar (Vickich, 
2001) and TransMIT (Mouskos et al., 1998) have been proposed over the time. The enhanced 
TRANSGUIDE outlier filtering method has been proposed by (Dion & Rakha, 2006). The 
paper suggested a low-pass adaptive filtering approach for determining the average travel time 
and removing outliers. The other improvement of the TRANSGUIDE method has been 
conducted in (Khedher & Yun, 2017) to overcome the original model's shortcomings in 
unstable traffic conditions. Additionally, the LOWESS-based outlier filtering technique has 
been proposed by (Wu et al., 2020). The efficiency of this method with removing 93% of the 
confirmed outliers in comparison to other methods such as moving average, moving standard 
deviation, modified z-score, MAD, and boxplot has been approved. a four-step filtering method 
based on smoothed histogram to identify unusual travel time has been suggested by (Haghani 
et al., 2010) and based on the comparison against drive test, the performance of the algorithm 
has been approved. 
 
From this review a modified outlier detection algorithm was developed and used with the 
Bluetooth data sets described below. 

3. Methodology and case study application 
This research utilises the Adelaide road network and the Adelaide Bluetooth network. Bluetooth 
data records were collected from sensors installed along the road network in order to detect 
Bluetooth signals sent by passing vehicles. The collected data included Bluetooth Media Access 
Control (MAC) addresses, time stamps, and duration each vehicle spent in the sensor's coverage 
area. This data was collected over the course of a week, from June 8th to June 14th, 2017, in 
order to account for both weekdays and weekends. The traffic management system provided 
the signal phasing information to estimate the duration of traffic signal phases. Additionally, 
the sensors and traffic data were georeferenced using a geographic information system (GIS) 
for spatial analysis. 
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3.1 Single MAC-ID removal 
In order to compute the origin-destination matrix and travel time, each MAC-ID must be 
collected by a minimum of two sensors. Single records are ineffective because they do not 
provide the complete information about vehicle's travel and movement. 

Detect per MAC-ID ≥ NThreshold (1) 
Where: NThreshold =2 

3.2 Multiple MAC-Id capture method 
According to the Bluetooth sensors’ coverage area (100-150m), there is a possibility for each 
MAC-ID to be detected more than one time at each sensor. Based on the chosen detection time 
among all detections, various scenario can be defined as first-first, last-last, average-average, 
stop-stop, first-last or last-first. According to the analysis conducted by (Bhaskar & Chung, 
2013), the accuracy of average travel time estimation is lower for the First-First section 
compared to the last-last and stop-to-stop methods. For this study, the last-last method was used 
as it was found to be the most accurate among all the methods in a previous study conducted 
by (Saeedi et al., 2013). 

3.3 Adjacent sensors issue 
If there is an area of overlap between two sensors detection areas (two sensors closer than 100m) 
and a vehicle stops in this location, it is considered traveling and may result in incorrect travel 
time as both sensors record it at different times. This issue can be resolved by defining a 
threshold for two sensors by using the detection radius or to improve the accuracy of 
determining the threshold, other variables such as the type of Bluetooth sensor properties, the 
road network characteristic, and the sensors’ location on the network. In this study 200m is 
chosen as a threshold by considering the sensors’ detection radius. If two sensors are positioned 
closer than the defined threshold and are located in the same transport zone, they are treated as 
a single sensor. Subsequently, all corresponding records are consolidated and transferred to this 
combined sensor. 

3.4 Travel time matrix estimation for each pair of sensors 
The travel time matrix estimation stage involves calculating all travel times between each pair 
of sensors in order to detect atypical travel times and eliminate outliers. 

∆TAB=tB - tA (2) 
Where ∆TAB is travel time between two sensors A and B, tA is detection time at sensor A and tB 
is detection time at sensor B. Figure 1 illustrates a sample presentation of the calculated travel 
time for a single day between two Bluetooth sensors. 

 
Figure 1: Travel time between pair of sensors  
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3.5 Rule-based filtering 
Before importing the calculated travel time to the outlier elimination method, it is preferable to 
remove obviously incorrect trips from the database to reduce the effects on statistical indicators 
such as the mean and median, which influence the results of the procedures. To identify 
erroneous trips, the speed can be estimated based on the distance between two sensors and the 
time calculated in the previous step. If the speed in urban area is greater than 120 km/h or less 
than 1 km/h (Michau et al., 2013) it is unlikely to be the correct trip. 
 

𝑆𝑆𝐴𝐴𝐴𝐴−𝑖𝑖 =  
𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷(𝐴𝐴,𝐵𝐵)
∆𝑇𝑇𝐴𝐴𝐴𝐴

 

 

            (3) 

𝐷𝐷𝐷𝐷𝑇𝑇 = {𝑡𝑡B𝑖𝑖 − 𝑡𝑡A𝑖𝑖 ∣ 1 ⩽ 𝑆𝑆𝐴𝐴𝐴𝐴−𝑖𝑖 ⩽ 120}             (4) 

Where S(AB-i) is speed and ∆TAB is travel time of vehicle i between sensors A and B; Dist(A,B) 
is the distance between two sensors (Euclidean or network distance) and DBT is filtered travel 
time dataset. 

3.6 Outlier elimination and filtering 
The Medcouple boxplot approach is a reliable statistical technique for finding data set outliers 
based on the robust skewness measurement concept of the medcouple (Brys et al., 2003). The 
medcouple is determined by dividing the difference between the median and the lower quartile 
by the interquartile range (IQR). The position of the medcouple relative to the data distribution 
is then used to identify and identify outliers on the scatter plot. Outliers are data points that are 
greater than 1.5 or 3 times the IQR. The medcouple boxplot method has a variety of advantages 
over standard boxplots and other outlier detection methods and is more robust to outliers than 
the traditional boxplot. This is because it detects outliers using a robust measure of skewness 
(the medcouple) rather than the IQR. Additionally, the medcouple boxplot approach provides 
a more accurate representation of a dataset's central tendency and distribution, making it more 
useful for making conclusions about the dataset (Brys et al., 2004). Considering ∆Tijas a travel 
time between two sensors i and j: 

𝑚𝑚𝑚𝑚𝑚𝑚 =  𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚�∆𝑇𝑇𝑖𝑖𝑖𝑖� (5) 

𝑀𝑀𝑀𝑀𝑀𝑀 =  𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 �𝑎𝑎𝑎𝑎𝑎𝑎�∆𝑇𝑇𝑖𝑖𝑖𝑖  −  𝑚𝑚𝑚𝑚𝑚𝑚�� (6) 

𝑄𝑄1 =  𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚�∆𝑇𝑇𝑖𝑖𝑖𝑖�∆𝑇𝑇𝑖𝑖𝑖𝑖  ≤  𝑚𝑚𝑚𝑚𝑚𝑚�� (7) 

𝑄𝑄3 =  𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚�∆𝑇𝑇𝑖𝑖𝑖𝑖�∆𝑇𝑇𝑖𝑖𝑖𝑖  ≥  𝑚𝑚𝑚𝑚𝑚𝑚�� (8) 

𝑔𝑔1 =  (𝑄𝑄3 −  𝑚𝑚𝑚𝑚𝑚𝑚) / 𝑀𝑀𝑀𝑀𝑀𝑀 (9) 

𝑔𝑔2 =  (𝑚𝑚𝑚𝑚𝑚𝑚 −  𝑄𝑄1) / 𝑀𝑀𝑀𝑀𝑀𝑀 (10) 

if: 𝑔𝑔1 >  −𝑔𝑔2: 

𝑀𝑀𝑀𝑀 =
(𝑔𝑔1 +  𝑔𝑔2)

2
 

 
(11) 

else: 

𝑀𝑀𝑀𝑀 =  −�
�𝑎𝑎𝑎𝑎𝑎𝑎(𝑔𝑔1) +  𝑎𝑎𝑎𝑎𝑎𝑎(𝑔𝑔2)�

2
� 

 
(12) 

𝐻𝐻1 =  𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚�∆𝑇𝑇𝑖𝑖𝑖𝑖�∆𝑇𝑇𝑖𝑖𝑖𝑖  ≤  𝑚𝑚𝑚𝑚𝑚𝑚 −  𝑀𝑀𝑀𝑀 ∗  𝑀𝑀𝑀𝑀𝑀𝑀�� (13) 

𝐻𝐻3 =  𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚�∆𝑇𝑇𝑖𝑖𝑖𝑖�∆𝑇𝑇𝑖𝑖𝑖𝑖  ≥  𝑚𝑚𝑚𝑚𝑚𝑚 +  𝑀𝑀𝑀𝑀 ∗  𝑀𝑀𝑀𝑀𝑀𝑀�� (14) 

𝑊𝑊𝑊𝑊 = max�min�∆𝑇𝑇𝑖𝑖𝑖𝑖�∆𝑇𝑇𝑖𝑖𝑖𝑖  ≥  𝐻𝐻1 −  1.5 ∗  𝑀𝑀𝑀𝑀 ∗  𝑀𝑀𝑀𝑀𝑀𝑀�� , min�∆𝑇𝑇𝑖𝑖𝑖𝑖�� 
𝑊𝑊𝑊𝑊 = min�max�∆𝑇𝑇𝑖𝑖𝑖𝑖�∆𝑇𝑇𝑖𝑖𝑖𝑖  ≤  𝐻𝐻3 +  1.5 ∗  𝑀𝑀𝑀𝑀 ∗  𝑀𝑀𝑀𝑀𝑀𝑀�� , max�∆𝑇𝑇𝑖𝑖𝑖𝑖�� 

or 

(15) 
(16) 
 
(17) 
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𝑊𝑊𝑊𝑊 = max(min(𝑥𝑥[𝑥𝑥 ≥  𝐻𝐻1 −  3 ∗  𝑀𝑀𝑀𝑀 ∗  𝑀𝑀𝑀𝑀𝑀𝑀]) , min(𝑥𝑥)) 
𝑊𝑊𝑊𝑊 = min(max(𝑥𝑥[𝑥𝑥 ≤  𝐻𝐻3 +  3 ∗  𝑀𝑀𝑀𝑀 ∗  𝑀𝑀𝑀𝑀𝑀𝑀]) , max(𝑥𝑥)) 

(18) 
 

In this study, we partitioned the travel time matrix into four distinct time periods, namely: AM 
(7 to 9), DT (9 to 16), PM (16 to 19), and NT (19 to 7). These time intervals have been chosen 
due to the relatively consistent and stable traffic and congestion patterns observed within each 
of these periods, a division that is also compatible with transport management practices in 
Adelaide. This approach serves to enhance the accuracy of the outlier elimination method while 
aligning with local transportation dynamics. 

3.7 Stop at signal issue 
A statistical method for removing travel time outliers for a pair of sensors could exclude valid 
trips that stopped at a red light. Removing the valid trip sections from small sample data can be 
minimized by increasing the upper bound of travel time obtained from the outlier elimination 
approach by at least one signal cycle time. The most likely scenario, according to our method 
(Last-Last) for selecting the multi-captured MAC-ID, is stopping at no more than one red light 
because in this method each vehicle's departure time at downstream and upstream are 
considered. The adjusted boxplot consists of a box extending from the lower to the upper hinge, 
with a vertical line at the median, and whiskers that extend to the smallest and largest 
observations within 1.5 times the medcouple-adjusted median absolute deviation from the 
lower and upper hinges, respectively. The upper hinge increases by 90 seconds (one signal 
cycle) and any data outside of the whiskers are considered outliers and removed. In this study, 
we evaluated a variety of outlier elimination methods for removing errors and anomalies from 
our data, see review above. These methods included Mean, MAD, Boxplot, Medcouple and 
Moving Average method which are commonly used in data processing. Our goal was to 
determine the efficacy of each technique in enhancing the accuracy and reliability of our data 
analysis. To compare the methods, we evaluated several indicators, such as the mean, median 
and standard deviation before and after removing outliers. We also represented the overall 
influence of outlier elimination on our analysis's results in Figure 2.  
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(e)  (f)  
  

Figure 2: Comparison of the outlier elimination methods on travel time data. (a) Original data. (b) Mean 
method. (c) MAD method. (d) IQR method. (e) Medcouple method. (f) Moving average method. 
 
By comparing these indicators and visualisations, we were able to identify the most effective 
outlier elimination method for our data and research question. 
 

          Time period 
 

    Method 

AM DT PM NT 

Mean Median Std Mean Median Std Mean Median Std Mean Median Std 

Original data 2.24 1.67 3.06 1.46 0.95 3.86 1.78 1.30 2.77 1.08 0.85 2.10 
Mean 2.01 1.65 1.37 1.10 0.94 0.91 1.61 1.30 1.27 0.97 0.83 0.76 
MAD 1.96 1.64 1.29 1.02 0.92 0.55 1.42 1.22 0.89 0.85 0.82 0.43 
IOR 1.97 1.65 1.30 1.01 0.93 0.55 1.43 1.23 0.89 0.84 0.80 0.42 

Medcouple 1.90 1.60 1.21 1.03 0.92 0.57 1.42 1.21 0.88 0.90 0.82 0.54 
Moving average 1.97 1.64 1.30 1.07 0.93 0.82 1.55 1.26 1.11 0.95 0.80 0.71 
Table 1. result indicators of various outlier elimination methods for travel time (minutes) 

Considering that the effectiveness of outlier elimination techniques relies on the specific 
attributes of the analyzed data, after thoroughly examining the data in this study and validating 
it using both real and simulated data from the MASTEM model – a model calibrated with survey 
and real data – we determined that the Adjusted Turkey method offers the optimal performance 
in eliminating outliers. Moreover, we noticed that the visual representations of the data created 
through this method were the most logically consistent and provided valuable insights. 

4. Conclusion 
This study provides a comprehensive examination of the potential of Bluetooth technology in 
travel time estimation, as well as the effectiveness of different outlier elimination methods to 
improve the quality of Bluetooth-based data. After reviewing the existing literature on using 
Bluetooth data in transport and various outlier elimination methods, and based on our analysis, 
we concluded that the Adjusted Turkey method produced the lowest Standard Deviation was 
the most effective at removing outliers and reducing variability in the data specially during peak 
hours. 
While the technique of eliminating outliers shows potential in improving accuracy by 
effectively removing instances of non-vehicular travel, like those involving pedestrians and 
bicycles due to their relatively slower speeds compared to vehicles, in order to refine the 
accuracy of estimated travel times using Bluetooth data, a comprehensive investigation of mode 
detection techniques becomes crucial, and this research trajectory is distinctly defined for 
forthcoming investigations. 
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