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Abstract 

This paper examines the effect of sample size on the accuracy of a path choice model in a 
Bayesian framework. In this study, we examine parameters associated with travel time. 
Furthermore, different priors (uninformative, informative, and overly informative) are chosen 
to achieve a sequence of posteriors at each given sample size. For comparison purposes, the 
root-mean-square errors (RMSE) between each posterior and actual observation and between 
each posterior and General Transit Feed Specification data are computed. The posterior 
minimizing the %RMSE defines the effective sample size (ESS). The suggested approach is 
applied to automatic fare collection data from South East Queensland, Australia for one day, 
and quantifies the effects of sample size and prior information level. The results show that for 
an uninformative case detecting the ESS is not possible. For the model with an informative 
prior, the ESS is 50% of the sample (12,450 OD pairs and 39,270 journeys) and, for the model 
with an overly informative prior, the ESS is 10% of the sample (2,490 OD pairs and 7,270 
journeys). 

1. Introduction 

Public transport planners use transit assignment models to predict passenger loads and levels 
of service in order to evaluate existing and future scenarios. Transit assignment is the method 
of assigning a given set of passenger flows for an origin-destination (OD) pair to the current 
transit network based on particular travellers’ path choice principles. Recently, some studies 
using Bayes’ theory have been done for detecting used paths and traffic and transit 
assignment (Hazelton, 2008, Hazelton, 2010, Wei and Asakura, 2013, Sun et al., 2015, 
Rahbar et al., 2017). Modifying one’s initial probability statements about the parameters 
(known as “priors”) using the data at hand is the learning process involved in Bayesian 
inference (Congdon, 2001). From Bayes’ theorem (Equation 1), prior knowledge is shown by 
the density p(ϴ) of the parameters ϴ, the likelihood of observations y given the parameters ϴ 
is p(y|ϴ), and the posterior density of the parameters ϴ is p(ϴ|y), which contains the updated 
knowledge from the observations y.  

p(ϴ|y) ∝ p(y|ϴ) p(ϴ) (1) 

The amount of data y and the distribution of the prior(s) ϴ are two fundamental questions in 
any Bayesian analysis (Morita et al., 2008). For many parametric Bayesian models, the 
answers do not seem straightforward. For example, with a small to moderate sample size of 
y, the prior’s role would be substantial. If the prior is a technically acceptable choice, then 
detecting the effective sample size (ESS) would become more important (Berger et al., 1994). 
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On the other hand, by computing ESS, the use of an overly informative prior may be avoided 
in a sense that inference is mostly affected by the prior rather than the data. The ESS is the 
minimum sample size needed to estimate a process parameter, precisely. In fact, the sample 
size is an important feature of any study in which the objective is to make inferences for a 
population from a sample. 

In this paper, we conduct an approach for computing the ESS for the data y by adjusting a 
variety of settings. First, we select the transit assignment model suggested by Rahbar et al. 
(2017). Rahbar et al, taking advantage of high-quality travel data provided by smart cards, 
presented a transit assignment framework using a Bayesian inference approach. Second, we 
select different sample sizes from one weekday data of the South East Queensland (SEQ) 
bus, train, and ferry modes.  At each sample size level, a number of iterations are generated 
to overcome the bias of a randomly selected sample size. Third, priors are generated using 
three definitions: 1) uninformative, 2) informative, and 3) overly informative. The combination 
of sample size levels and priors gives a particular scenario. The results of different scenarios 
are compared with the actual data and with the General Transit Feed Specification (GTFS) 
data (Google Inc., 2013). Since GTFS feeds let public transit agencies publish their transit 
data, it is a good basis for comparison in this study. Finally, the value of sample size minimizing 
the %RMSE is the ESS. 

The remaining sections of this paper are organized as follows. Section 2 presents the 
application of Bayesian inference in detecting used paths and passenger flow assignment. 
The methodology including data description, sample size selection, and definition of priors is 
presented in Section 3. Applications are described in Section 4, including discussions of 
comparisons between the results of the model and actual data, as well as GTFS. We close 
with a brief discussion in Section 5. 

2. The Bayesian Approach  

Recently, some studies using Bayes’ theory have been done for detecting used paths and 
traffic flow assignment. One of the first Bayesian applications in a transport context belongs 
to Maher (Maher, 1983) in estimating an origin-destination (OD) matrix. Eventually, the 
estimation of an OD matrix using the Bayesian approach has been more widely accepted in 
some other studies (Li, 2005, Hazelton, 2008, Li, 2009, Yamamoto et al., 2009, Hazelton, 
2010, Perrakis et al., 2012, Perrakis et al., 2015). In general, the overall uncertainty of the 
estimates by delivering posterior distributions for the parameters, as well as of the predictive 
distributions for future OD flows, was reduced using Bayesian methodology. 

Given used routes for each OD pair, Fu et al. (2014) presented a Gaussian mixture model to 
find the route shares and the mean and variance of travel times for each route. Later, an 
approach including the number of used routes as an unknown parameter into a Bayesian 
framework based on a reversible-jump MCMC algorithm was proposed by Lee and Sohn 
(2015). They compared the performance of this new approach with the existing method, which 
depends on the Bayesian information criterion (BIC). The new method showed flexibility in 
recognizing route-use patterns through the marginal posterior distribution of other unknown 
parameters. A Bayesian statistical inference framework to model passenger flow assignment 
in a metro network was proposed by Sun et al. (2015). By observing passenger travel times 
provided by smart card data and prior knowledge about the Singapore Metro network, they 
built the posterior density of path choice parameters. The results showed that the disutility of 
transfer time is about twice of that of in-vehicle travel time in the Singapore Metro system.  
Rahbar et al. (2017) developed a Bayesian statistical framework to model passengers’ path 
choice behaviour and to estimate travel time attributes of the network. The travel time on each 
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link, transfer time, the impact of in-vehicle time, and the impact of transfer time on passenger 
path choice behaviour were the important variables and parameters of their model. That 
model, with respect to its successful application on the Brisbane, Australia transit network, is 
chosen for analysis in this paper. The model is written as follows: 

,ሺܿߨ Ө|ܶሻ ∝ ෑ ෑ
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(2)

where ca, cf, Өଵ, and Өଶ show travel time on link a, transfer time on link f, the impact of in-
vehicle time, and the impact of transfer time on passenger path choice behaviour, respectively. 
Based on this model, the probability of parameters given the observed travel times ߨሺܿ, Ө|ܶሻ 
is equal to the probability of observing travel time t on path r from path set PTod, multiplied by 
the probability of selecting path r, mulitiplied by the prior probability of parameters ߨሺܿሻ ൈ  .ሺӨሻߨ
As can be seen in Equation 2, the likelihood function contains two parts, a Multinomial Logit 
Model (Equation 3) which is a function of route attribute (link travel time) and the probability of 
observing t given path r and other parameters (Equation 4).  

pr=	
ୣ୶୮	ሺӨభ ∑ ௖ೌೌЄೝ ାӨమ ∑ ௖೑೑Єೝ ሻ

∑ ୣ୶୮	ሺӨభ ∑ ௖ೌೌЄೝ́ ାӨమ ∑ ௖೑೑Єೝ́ ሻೝ́Єು೅೚೏

 
(3)

p(t|r,c,ϴ)=

ୣ୶୮ቆ
షሺ೟ష∑ ೎೔ሻ೔Єೝ

మ

మሺ∑ ೎೔
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ቇ

ඥଶగሺ∑ ௖೔మାఙమሻ೔Єೝ
 

(4)

 

Also, several studies have been conducted to improve the transferability of mode choice 
models and travel demand models using the Bayesian updating method (Talvitie and Kirshner, 
1978, Galbraith and Hensher, 1982, Santoso and Tsunokawa, 2005, Santoso and 
Tsunokawa, 2010, Rashidi et al., 2013, Karasmaa, 2007, Mei et al., 2005, Molla, 2017). One 
primary reason for this is that the transferability of models indicates that a model developed in 
one location at one point in time can be applied to another location at another point in time, 
thereby considerably reducing data collection and model estimation requirements in the 
application context (Karasmaa and Pursula, 1997). The ultimate objective of this paper is also 
enhancing the transferability of the model (Equation 2). 

3. Methodology 

In-vehicle time and transfer time are two main parameters of the path choice model (Equation 
2) used by Rahbar et al. (2017). The values of these parameters (ca and cf) are based on the 
estimated values of individual link travel times (c), which cannot be observed from the data. In 
this paper, to study the effect of different sample sizes on the accuracy level of the estimated 
link travel times, different sample sizes are chosen randomly each time from the full data set. 
Figure 1 shows the procedure of sample size selection and ESS detection. This procedure 
starts with data set selection. After selecting a data set, the data preparation algorithm (Figure 
2) is called. The main functions of this algorithm, explained in the next section, are OD matrix 
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estimation, travel time calculation, and path choice set generation. Then, data sampling is 
done randomly, based on the OD pairs; for example, 1% of OD pairs, 5% of OD pairs, and so 
on. Since different OD pairs are selected for each sample size, specific path choice sets need 
to be generated. For this purpose, the Path Choice Set Generation (PCSG) task of the data 
preparation algorithm is called for each sample size. In the PCSG, the actual used paths by 
passengers are extracted from the dataset to generate the path choice sets. In the next stage, 
using the prior information on travel times and path choices, the Bayesian model (Equation 2) 
can be applied on the prepared data. For each sample size, a number of iterations are 
generated to overcome the bias of the randomly selected sample. The first output of this 
procedure is the posterior distributions of in-vehicle time and transfer time. The mean of the 
posterior distributions are compared with the actual data and GTFS data and the %RMSE 
between each posterior distribution and actual data (OD travel time) and between the posterior 
distribution and GTFS data are computed. The value of sample size minimizing the %RMSE 
is the ESS, as the last output of this procedure. 
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Figure 1: Sample size selection and estimation algorithm 

 

 
 

3.1. Data preparation and sample size selection 

In this study, the main focus is on those journeys which start within a weekday morning peak 
(7–9 AM) and finish within or after this period. Using the regional smart card fare payment 
system in SEQ, Australia, the ‘Go Card’ (TRANSLink, 2017), all essential data such as date, 
time, boarding and alighting location, route number, and direction of travel for each transaction 
are provided. Table 1 shows an example of four transactions of the selected data on 20 March 
2013. 

Posterior 
inference of the 

parameters

Choose a data set

Call data 
preparation ()

Select %OD pair 

Call PCSG()

 1% 
OD pairs

 5% 
OD pairs

 70% 
OD pairs

 100% 
OD pairs

...
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 No

Compute the 
%RMSE

Actual data
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Table 1: Sample transactions of the selected data 

Card ID Boarding stop Alighting stop Boarding time Alighting time Route 

1 
Logan Rd at Swain 

Street 
Elizabeth Street Stop 

81 near George St 
8:22 8:39 P189 

2 RBWH station 
Cultural Centre 

station 
7:38 7:50 66 

2 
Cultural Centre 

station 
UQ Lakes station 7:53 8:03 109 

3 
Maundrell Tce at 

John Goss 
Reserve 

King George Square 
station 

7:59 8:35 P343 

 

Figure 2 shows the procedure of extracting required information from the smart card data. In 
the first step (data pre-processing), all records in which boarding or alighting stops are missing, 
boarding or alighting times are missing, the boarding stop is the same as the alighting stop, 
and/or the boarding time is later than the alighting time, are removed (Tavassoli et al., 2016). 
At the data pre-processing step, about 30% of data has been removed. Also, Bureau of 
Meteorology (2017) data is used to be sure that the selected day is a typical day in terms of 
the weather condition, rainfall, temperature, humidity, and wind speed and direction. In the 
second step, based on the boarding time and alighting time of a unique card ID on the selected 
day, the sequence of all trip legs are extracted. Also, the network coordinates (nodes and 
links) from the strategic transport model are used. In the third step, the in-vehicle time and the 
number of transfers for each unique card ID are calculated. For ferry and bus, the difference 
between the alighting time and boarding time is defined as the in-vehicle time. For train, this 
difference in “boarding” and “alighting” times also includes waiting time and egress time, as 
the smart card transactions occur on platforms, rather than on-board the vehicles. In the fourth 
step, the trip leg sequence of each unique card ID helps us to create the journeys. Then, using 
the journey’s trip legs and the number of passengers on each route, the stop-level OD matrix 
is estimated. Using the route number, the involved links are extracted from South East 
Queensland’s GTFS. GTFS includes stops, routes, and timetables across SEQ. GTFS data 
expresses transit schedule information in a format that is a routable spatiotemporal network 
graph with stops as nodes, scheduled travel between stops as edges, and estimated travel 
times as the cost. After detecting all the paths used by passengers, the path sets for all OD 
pairs are generated in the PCSG phase. Each path can include one or more than one route. 
Finally, the travel time on each path and the path choice sets are the outputs of this algorithm.  

For the selected typical day (20 March 2013), there are 24,878 OD pairs and 80,767 journeys 
during the AM peak period. Table 2 shows the characteristics of the selected data set. For 
example, row 4 indicates that each path set has at least one path and at most nineteen paths. 
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Figure 2: The data preparation algorithm 

 

 

Table 2: Data characteristics 

Row Characteristics Value 
1 Number of OD pairs 24,878 
2 Number of trip legs 95,658 
3 Number of journeys 80,767 
4 Number of paths in each path set  [1,19] 
5 Number of passengers on each path  [1,272] 
6 Number of passengers on each OD pair [1,560] 
7 Number of used links 12,255 

 

Table 3 shows the number of OD pairs, journeys, and used links at different sample sizes. For 
each sample size, the OD pairs are selected randomly for five iterations.  

Table 3: The associated data to the selected sample size percentages 

Sample size 
(%) 

No. of  
OD pairs 

No. of 
journeys 

No. of  
used links 

1 250 840 2,344 
5 1,250 3,620 5,907 
10 2,490 7,270 8,037 
30 7,464 25,578 10,454 
40 9,952 31,413 11,152 
50 12,450 39,270 11,390 
70 17,415 57,283 11,933 
100 24,878 80,767 12,255 
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3.2. Prior information 

In the Bayesian inference framework, the prior distribution will be specified from researchers’ 
subjective perspectives, independent of the data. Some previous researchers such as (He et 
al., 2002, Hofleitner et al., 2012, Li et al., 2013, Rahbar et al., 2016) assumed that link travel 
time follows a normal or lognormal distribution. In this paper, the authors assume that the link 
travel follows a normal distribution (Equation 5) with mean µ and standard deviation σ.  

c ~N(µ,σ2) (5) 

To select the parameters of the prior (µ and σ), three approaches are examined in this study: 
1) uninformative, 2) informative, and 3) overly informative. In the first approach, it is assumed 
that there is no information on link travel time. We call this prior an uninformative prior with 
µ=5 and σ2=5 for all links of the network. In the second approach, the authors use an estimated 
speed of public transport vehicles. The estimated speed, by considering the dwell time to allow 
passengers boarding and alighting, is 20 (km/h). After calculating the distance between each 
two successive stops, a unique µ is provided for each link. For example, for one link with 200 
(m) length, the estimated µ would be 0.6 minute. The second approach’s prior is considered 
as an informative prior. Finally, in the third approach, GTFS data are used to provide link travel 
times as prior information (so-called overly informative prior). Based on the GTFS data, the 
link travel times across the network vary from 1 to 37 minutes. Using the model-based 
clustering approach, links are categorized into seven groups, with µ = 1, 5, 9, 15, 23, 29, and 
37 minutes. The model-based clustering approach is based on probability models wherein 
objects are assumed to follow a finite mixture of probability distributions, such that each 
component distribution represents a cluster (Oh and Raftery, 2012). The variance values (σ2) 
for all three different prior distributions are 5 (min2) to make sure that the selected distribution 
covers a greater distance from the mean value.   

4. Results and discussion 

The Bayesian model (Equation 2) is implemented in the R programming language (R Core 
Team, 2016) with these three different priors and is applied on different sample sizes using 
the smart card data. The model has been run for 108 different scenarios (3 priors × 7 sample 
sizes × 5 iterations, and with 3 priors × 100% data) on high performance computers of the 
University of Queensland. The estimated total travel times (in-vehicle and transfer time) are 
compared with actual data and GTFS. To show the associated errors, the percentage root 
mean square error is used. The lower the value of %RMSE, the lower the differences between 
the predicted values and the actual (Go Card) data and GTFS data. The %RMSE formula is 
presented as follows: 

RMSE=ට
∑ ሺெ௢ௗ௘௟೔ି஺௖௧௨௔௟೔ሻమ
ಿ
೔సభ

ே
(6)

%RMSE=
ோெௌா

ቆ
∑ ಲ೎೟ೠೌ೗೔
ಿ
೔సభ

ಿ
ቇ
ൈ 100 

(7)

 

where Actuali is the observed value from GoCard data or GTFS, Modeli is the predicted value, 
and N is the number of predictions. 

Table 4 presents the %RMSE between the estimated travel time from the Bayesian model and 
the actual data and GTFS data, for different sample sizes as well as different priors. For 
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example, iterations number six to ten belong to 5% sample size. As can be seen, the best 
results belong to the model with the overly informative prior. In this case, the sample size does 
not have a strong influence on the posterior information. On the other hand, the worst results 
belong to the model with the uninformative prior. However, by increasing the sample size, the 
%RMSE gets smaller, although this decrease is not significant. For the model with informative 
prior, both the prior and the sample size have a significant effect on the posterior. This means 
that both the data and the prior inform us what values of estimated parameters are more 
plausible. The final column shows the %RMSE between the actual data and GTFS data. The 
presented values in the last column provide a base for comparing the results of three 
approaches.   

Table 4: The %RMSE between the estimated travel time, actual data, and GTFS data  

Sample 
size (%) 

Iteration 
Uninformative Informative Overly informative Actual 

& GTFS Actual GTFS Actual GTFS Actual GTFS 

1 

1 140 193 66 101 35 26 47 
2 166 198 78 96 25 15 32 
3 156 194 65 88 29 33 33 
4 142 168 74 97 27 30 30 
5 146 178 77 104 24 30 31 

5 

6 148 187 62 87 28 40 36 
7 153 191 61 86 30 34 38 
8 118 169 62 87 30 38 41 
9 115 169 63 98 28 39 40 
10 134 179 63 98 29 38 39 

10 

11 146 182 60 90 27 31 36 
12 136 178 60 91 26 33 37 
13 144 183 59 94 26 33 36 
14 145 183 61 85 26 31 36 
15 110 163 59 94 25 37 39 

30 

16 128 160 38 46 26 30 37 
17 127 160 41 53 26 31 37 
18 128 161 41 53 26 30 37 
19 125 158 42 54 27 31 37 
20 127 159 39 46 26 30 37 

40 

21 99 142 41 53 29 37 42 
22 127 161 39 49 29 33 41 
23 126 157 41 54 26 31 37 
24 133 166 40 50 28 33 39 
25 132 164 38 47 25 30 41 

50 

26 95 133 38 47 29 36 41 
27 125 153 38 47 30 33 42 
28 129 161 37 46 29 33 41 
29 123 152 40 49 30 35 42 
30 121 150 37 47 29 33 41 

70 

31 117 141 35 44 29 32 39 
32 114 137 37 46 29 32 39 
33 119 142 36 44 29 31 39 
34 117 141 35 43 29 32 39 
35 118 143 36 45 29 33 40 

100 36 120 138 32 39 24 34 38 

 

The errors for the sample sizes, three priors, and five iterations are also presented in Figures 
3-6. All iterations of each sample size are separated from other sample sizes by a solid gray 
vertical line. As can be seen in Figure 3, although the error between the model and actual data 



ATRF 2017 Proceedings 
 

10 
 

decreases with an increase in the sample size, even by using 100% sample size, the 
uninformative prior is misleading the posterior since the gap between %RMSE of ‘Model-
Actual’ and ‘Actual-GTFS’ is very large. The prior represents information on the link travel 
time, while the total travel time, the most important attribute in path choice (Jánošíková et al., 
2014), is built from that. It may be concluded that, in the presence of an uninformative prior, 
even a large set of data does not guarantee a reasonable posterior for the principal variables 
of this model. Therefore, ESS identification, using this amount of data associated with the 
uninformative prior, is not possible. 

Figure 3: The %RMSE for the model with uninformative prior 

 

In Figure 4, the errors are higher at low sample size and reduce as the sample size increases 
in the both comparisons of the model with actual data and with GTFS. Comparing Figures 3 
and Figure 4 demonstrates that the prior’s role is substantial; however, the posterior is 
influenced by the prior as well as the data. Interestingly, the convergence in Figure 4 is 
happening with the 30% sample size (from iteration sixteen), and the %RMSE between the 
model and actual data is even lower than the %RMSE of the actual data and GTFS using a 
40% sample size (from iteration twenty four). As can be seen from the graph, the ESS is about 
40%-50% sample size. 
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Figure 4: The %RMSE for the model with informative prior 

 

Figure 5, which shows the average of % RMSE of each sample size from Figure 4, confirms 
that the ESS is about 50% sample size. This figure illustrates that by using 50% sample size, 
the %RMSE of Model-Actual is less than those of Actual-GTFS and Model-GTFS. 
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Figure 5: The %RMSE average for the model with informative prior 

 

Figure 6 illustrates that the posterior is strongly influenced by the prior. In this case, even with 
the smallest sample size, the %RMSE of the estimated values are low. A possible explanation 
for this might be that the GTFS, as the utilized prior, is the transit schedule based on which 
the transit services should operate. Hence, the actual travel times are very close to this overly 
informed prior. In summary, comparing Figures 4 and Figure 5 demonstrates that the prior’s 
role is substantial.  In the case of overly informed prior, the posterior is mainly influenced by 
the prior and not much by the data. Stability is more visible by using 10% and larger sample 
sizes. Therefore, the ESS in this case would be a 10% sample size. 
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Figure 6: The %RMSE for the model with overly informative prior 

 

 

5. Summary 

Data collection is one essential prerequisite in analyzing the passengers’ path choice 
behaviour. The main challenge faced by many researches is that how much data is required 
to get a certain level of accuracy? In this paper, we conducted an approach for computing the 
ESS in a variety of sample size and prior information levels. First, we selected the path choice 
model used by Rahbar et al. (2017). That study, taking advantage of high-quality travel data 
provided by smart card data, presented a transit assignment framework using a Bayesian 
inference approach. Second, we chose different sample sizes from one weekday data of the 
SEQ transit network including bus, train, and ferry modes. At each sample size, five iterations 
were generated to overcome the bias of the randomly selected sample size. Third, priors were 
generated using three definitions: 1) uninformative, 2) informative, and 3) overly informative. 
The combination of each sample size with each prior gave a particular scenario. Finally, the 
results of different scenarios are compared with the actual data and GTFS data. Detecting the 
ESS for the model associated with an uninformative prior is not possible. For the model with 
an informative prior, the ESS is a 50% sample (12,450 OD pairs and 39,270 journeys). Lastly, 
for the model with an overly informative prior, the ESS is a 10% sample (2,490 OD pairs and 
7,270 journeys). The results highlight the effect of sample size and prior information on the 
accuracy level of the estimated path choice parameters (link travel time in this study). 

Further research could explore the effect of sample size on the accuracy level of other 
parameters of the path choice model (ϴ1 and ϴ2). In addition, other distributions for priors, 
rather than a normal distribution, can be examined. 
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