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INTRODUCTION

In recent years the traditiond objective of improving road network efficiency is being
supplemented by grester emphasis on safety, incident detection management, driver
information, better car park utilisation, environmenta issues and the provision of priority to
public transport and pedestrians. In line with this increasing interest in Intelligent or Smart
trangport systems (ITS), the current and future trend is moving towards proactive systems.
The essentia component of a proactive system is short term prediction of traffic flow. The
predicted traffic flow then becomes the input to many integrated gpplications such as proactive
traffic control system, travel information system, dynamic route guidance system and incident
management sysem. Without a predictive capability, ITS can only provide services in a
resctive manner.

The objective of this paper is to review techniques that are used to predict travel flow usng
fidd data from Mebourn€s freeway to evduate their robustness and accuracy of the
techniques. The techniques used in the evaludtion are;
- Regresson,

Higtorical average,

ARIMA (Auto Regressive Integrated Moving Average), and

SARIMA (Seasond Auto Regressve Integrated Moving Average).

REVIEW OF SHORT-TERM TRAFFIC FLOW PREDICTION TECHNIQUES

Regression

Regresson andysis is a ddidicd technique that is often gpplied when some relaionship is
presumed to exig between a single dependent variable and one or more independent
variables. The objective of regresson andyssis to determine (ie. predict) the expected vaue
of a dependent variable in response to changes in one or more independent variables. The
typica form of amulti-variate regresson equation with n number of independent variablesis as
follows

y = a+bXx, +bx,+..+b X,
where:
y isthe predicted vaue of the dependent variable;
aisthey-intercept; and
b; isthe coefficient assigned to the independent varigble, .

Historical Average

The higtorical average mode uses an average of padt traffic flows to forecast the future traffic
flow.

q(t+1) =q,(t+1)
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The basic premise behind the historical data based agorithm is that traffic petterns are
seasond. In other words, a knowledge of typical traffic conditions on Tuesday at 5:30pm will
alow one to predict the conditions on any particular Tuesday at 5:30pm.

Using historica data helps capture the shape of the traffic flow pattern, induding the degree of
pesking and its Sarting and finishing times.

Various refinements of historica average have been made to enhance the predictive accuracy
of thistechnique. One exampleisthe use of linear scaing shown in the equation below.

q(t+1) = g,(t+1) + k [q,(t) — (V)]
where:
q,(t+1) isthe higtorical average flow at timet+1
g(t+1) isthe predicted flow at time t+1, and

k is aconstant.

Although, these dgorithms perform reasonably well during norma operating conditions, they
do not respond well to external changes in the system such as wesather, specia events, or
modified traffic control strategies

ARIMA (Auto Regressive Integrated Moving Aver age)

ARIMA (Auto Regressive Integrated Moving Average) is a Statistical based method of the
time-series andysis popularised by Box and Jenkins (1970) in the early 1970s. The ARIMA
mode is based on the premise that the knowledge of past vaues in atime series is the best
predictor of the variable in question. In other words, the ARIMA mode can produce
accurate short term forecasts based on a synthesis of historical patterns in data and does not
assume any pattern in the hitorical data of the time series.

A non-seasona ARIMA modd ARIMA(p,d,q) refers to the p degree of the AR process, d
degree of the | component and q degree of the MA process. The number of p, d and g terms
gart from O.

The autoregressve (AR) term is the salf determinigtic part of the series and is smply the time-
lagged vaues of the forecast variable, expressed in the form:

Yo=c+(fB+f B +..+fB) Y, +e
Yo=c+f Y, +f, Y+ +f Y +e
where
B isthe backward shift operator, BY, =Y, ,
g, isthe error term that represents random event not explained by the model,
p isthe number of AR terms.
f, ... f arethe autoregressive coefficients, and
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cisacongant.

The integrated (1) term refers to the differencing of the data series to make the series
dationary. A dationary series means that the data fluctuate around a constant mean,
independent of time, and the variance of the fluctuations remains essentialy congtant over time.
By dlowing differencing of the data series, the ARMA mode can be extended to non-
dationary series and is said to be an "integrated” version of a sationary series. The d degree
of differencing 1(d) can be expressed in the form:

(1-B)'Y,=c+¢
where

d is the number of non-seasonal differences.

For firg difference, 1(2):
(1-B)Y,=c+¢
Yt_Yt—l =Ctg§
It is often convenient to redefine the firgt difference series Y, as Y, — Y. If the firs

difference does not convert the series to a stationary form, then the firg difference of the first
difference (second order differencing) can be created.

Second order difference: (1- B)2 Y,=c+g
Yt = 2Yt—1 - Yt—2 tCcte
Yt" = Yt - 2Yt-l + Yt-2
Note a digtinction between second order difference,Y,, defined above and a second
difference (Y, - Y,,).
The generd equation for the ARIMA(p,d,) model can be written as:
(1-fB-f B —..—f B)(L-B)'Y =c+(1qB-¢8 .. -qBYe

The moving average (MA) term is the disturbance component of the series and is a moving
average of the successive error terms, expressed in the form:

Y,=c+(1 qlB—quz— —quq) €
Y, =C+6-0,6§,-0,€8,—...—0, €&,
where
g isthe number of MA terms,
d - Oy are the moving average coefficients, and

€1 B A€ previous vaues of resduads.
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Seasonal ARIMA (SARIMA)

The ARIMA models that have been discussed so far are linear functions of the most recent
few observations. If the time series is seasond (ie. a series with a pattern that repeats itsalf
over fixed intervals of time), a seasond ARIMA can be applied to handle the seasond aspects
of thetime series.

The generad notation for seasond ARIMA modd is ARIMA(p,d,q)(P,D,Q)s
where:
(p,d,q) isthe non-seasona part of the mode explained above,
(P,D,Q)sisthe seasond part of the modd,
P isthe seasond autoregressive (SAR) terms,
D isthe seasond differences,
Q isthe seasond moving average (SMA) terms, and

sisthe number of periods per season, for example for a monthly series with a pattern
that repeats itsalf year after year, s=12.

The equation for the ARIMA(p,d,q)(P,D,Q)s modd is

s+P-1

(1 B..~f B)(1-F,B..-F B Q- Bgfg_l- BY) Y, = c+(1q,B...—q BI1-QB..—
QB )
where
F,...F , arethe seasona autoregressive coefficients, and

Q,...Qqae the seasona moving average coefficients.

CASE STUDY

Site Description

This study focuses on the inbound section of Mebourne's Eastern Freeway between
Doncaster Road and Hoddle St (see Figure 1). The data used in this study was obtained
from VicRoads raw traffic data collected on freeways in Mebourne. Inductive loop
detectors, placed every 500m aong each lane of the freeway, were used to measure speed,
flow and lane occupancy data every 20 seconds. Data from a select number of detectors
were used in the study.

Software was developed to extract the raw data collected on Eastern Freeway and aggregate
the data into specified time intervas (eg. 15 minute volume). The software has a compliance
factor feature that alows “incomplete’ data to be scaded up. For example aggregating 20
seconds data into 15 minute intervas (ie. 60 data points) with a compliance factor of 95%
would alow data sets with greater or equal to 54 data points, to be scaed up to a full 15
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minutes data. This feature increases the amount of useable data and aso gives the flexibility to
specify the leve of tolerance required for the anaysis.
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Figure 1 — Eastern Freeway Ste
Data Analysis

Becoming familiar with a data set is advisable before gpplying any prediction techniques.
Without a thorough examination of the data the performance of any candidate technique can
be undermined. By studying the origind data set one can minimise the impact of any outliers
or missing data and the potentia for violating assumptions (eg. normdlity), which is important
as these effects can be compounded across several variables to produce sgnificant levels of
error.

To gain some generd understanding of the data s quditative properties the Smplest exercise to
perform is to graph the data. Figure 2 presents the flow measured a detector station D
between 5 am and 10 pm for one week from Monday 13" duly to Sunday 19" July, 1998.
This graph indicates the presence of some patterning in the flow by time of day and the
repetitive or “seasond” qudity of the data.

A more andytica approach of determining the quditative characterigtics (ie. categorica
subgroups) of the data is to undertake a cluster andysis. The objective of this technique isto
identify relatively mutualy exclusive, homogeneous groups within a sample of entities abased
on the smilarities between the individuds.

In this study the agglomerative hierarchd clustering technique was applied to the data set. The
average linkage between groups clustering method and the sguared Euclidean distance
measurement were adopted. The cluster andysis was conducted using data measured at the
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D detector site during the six weeks between the 19" June to 26" June and 13" July to 11"
August, 1998. It was intended that the cluster andysis be conducted on data from typicaly
norma days.
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Figure 2 — Flow at detector station D between 13/7/98 — 19/7/98 (from 5am to 10pm)

Data during the school holiday period (between the 27" of June to the 12 of July) were
excluded from the anadlyss. The data were aggregated into 30 minute intervas between 5.30
am and 10pm. The find data set conssted of 1216 samples for each variable: flow, day of
week and time of day. Cases were diminated if any of the three variables contained missng
data

Cluster analys's was undertaken for the weekdays and weekend using the flow and day of
week as variables. The duder solutions show fairly consstent behaviour over the five
weekdays, with the time of day (in particular the morning peek) as the main diginguishing
characterigtic of each cluster solution (see Figure 4). Although the weekend was not singled
out as a different cluster, Saturday and Sunday dearly exhibit different daly petterns (ie. the
absence of extremely high traffic flows during the morning peak period) compared to the other
days of the week.

Holiday Period Versus Normal Traffic Flow

Data during the holiday period was aso examined. As part of the first step of the data
andlysis, the traffic flow on sdected days during the holiday period was plotted againgt the
same day of the week during the normal period (see Figure 3). The traffic flow pattern over
the holiday period does not gppear to be very different from that of the normad traffic flow
pattern. A pared samples t-test was dso conducted to confirm this matter. The little
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difference between the traffic flow patterns indicates that the mgority of traffic usng the
freeway iswork-based travel S0 islargely unaffected by school holidays.

7000
6000
< 5000-
<
(&)
= 4000
2
S 3000+ ¢
=
(@] -
2 2000 I
1000 1 P‘
0 .
0:00:00 6:00:00 12:00:00 18:00:00 0:00:00
Time of Day
|0Normal Monday 22-Jun-®EHoliday Mon 29-Jun-A Normal Monday 20-Ju|—|

Figure 3— Traffic flow on a Monday during the holiday period and under normal

conditions
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Figure 4 — Flow versus time of day depicting three cluster solution for flow, time of day
and day of week variables
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MODEL SELECTION AND CALIBRATION

This section provides an outline of the cdibration of the prediction techniques (historical,
regresson, seasonal and non-seasond ARIMA) tha are subsequently evauated in next
section.

Data from detector station A were used for calibrating and vaidating the techniques evaluated.
The cdibration data congsts of only weekdays (19, 22-26 June 1998, 13-17 July 1998). The
techniques were validated usng weekday (20-24 July 1998) and weekend data (25-26 July
1998). Vdidation againgt weekend data would highlight the robustness of the techniques.

A 15 minute prediction horizon was used for this study. Prediction horizons between 5 and 30
minutes represent a worthwhile forecasting window.  Shorter periods than 15 minutes tend to
produce ungable results. On the other hand, longer time intervas remove high frequency
variations and smooth the trend and pattern within the data.

Two datigtical error measures. mean absolute error (MAE) and root mean square error
(RMSE) were used for modd identification, parameter estimation and forecasting accuracy
estimation. AIC (Akaike's Information Criterion) indicator, was aso gpplied to the time series
models for model selection. AIC is not gpplicable to other techniques. The mean absolute
percentage error (MAPE) is also presented for each of the techniques investigated.

Regression

The various regresson mode s that were developed to determine the flow at timet at station A
(ie. the dependent varidble), used different combinations of the following independent
vaiables

theflow, g, a timest-1, t-2, t-3 a station A, and
the flow, qu, at timest-1, t-2, t-3 a upstream station B, and
the flow, gu+1, a timet-1 a Station C further upstream.

Regresson modds are commonly developed using the least squares method. The objective of
the method is to minimise the sums of the squared residuds or error (ie. the difference between
the observed vaue and the estimate), as a criterion to obtain the best fit.

In this study, various regression models were developed using the confirmatory method based
on the findings of a corrdation matrix of al candidate variables and the results of severa
sepwise mode estimations.

Table 1 presents the cdibration results of only some of the multiple linear regresson models
that were developed during the anayss.

Table 1 — Calibration Results of Multiple Linear Regression M odels

M odel Regression Model MAE | RMSE | MAPE
No. (%)

1 | q)=Aq(t-1)+B 201 341 133
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2 g(t)=Aq(t-1)+Bqy(t-1)+C 200 327 13.6
3 () =Aq(t-1)+Bous1(t-1)+C 225 377 15.2
4 g(t)=Aq(t-1)+ Bg(t-2)+Cqy(t-1)+ Dqy(t-2)+E 189 280 144
5 q(t)=Aq(t-1)+ Bq(t-2)+ Cq(t-3)+Daqy(t-1)+ Equ(t-2)+F | 187 280 14.5

The results presented in Table 1 show that induding alot of variables does not greetly improve
the modd’ s performance. For example, there is only less than 7% difference between Models
1 and 2 and Models 4 and 5. The results dso indicate that using traffic flow vaues measured
too far upstream do not enhance the model’ s performance.

The greatest difference between these modes is shown when the predicted and observed
traffic flows are plotted againg the time of day (refer to Figure 5).

0:00:00 6:00:00 12:00:00 18:00:00 0:00:00

Time of Day
— Predicted Monday 22/6/98 —— Observed Monday 22/6/98
— Predicted Friday 26/6/98 Observed Friday 26/6/98

Figure 5 — Traffic flow versus time of day predicted using Model 4

All of the regression models demonstrate some degree of “lagging” between the predicted and
the observed traffic conditions. That is, the regresson models cannot quickly adapt to
changes in relaively current traffic conditions without a point of reference. Increasing the
number of variadblesin the modd (ie. theincluson of flow vaues measured a times further into
the past) decreases the “lag” because there is more information about the previous traffic flow
vaues and patterns.

The presence of lagging is not sufficient judtification for induding a large number of
independent variables into the regresson modd. A ratio of past and current traffic flow
variables was included in the modd (eg. g(t-1)/q(t-2)) to introduce some information about the
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past. A variety of different variable combinations were cdibrated. Table 2 presents the
results.

Theincluson of the varidble ratio dightly improves the performance of the moddsin reation to
the indicators. The ability to reduce the presence of “lagging” between the regresson model
and the observed traffic conditionsis fairly smilar (especialy in Modd 7) to that of Models 4
and 5.

Table 2- Calibration Results of Multiple Regression Models Using Ratios

Model No. Regression Model MAE | RMSE | MAPE
(%)
6 g(tH=Aq(t-1)+Bqu(t-1)+C(qu(t-1)/qu(t-2))+D 204 302 20.5
7 q(t)=Aq(t-1)+Bqu(t-1)+C(q(t-1)/q(t-3))+D 190 281 175
8 q(t)=Aq(t-1)+B(q(t-2)/q(t-3))+C 201 313 18.6

Modeds 1 and 7 were subsequently vaidated using the vdidation data set.  The results of
which are presented in the next section.

Historical Average

Two higtoricd average models, smple historicd average, q(t+1) = gy(t+1) and a variant of
historical average q(t+1) = q,(t+1) + k [qg,(t) — q(t)], were evaluated. Both models (simple
and enhanced) rely on the cdculaion of a historicd average to be used as a reference.
Weekday data from 19" to 26" June were used to form the historical reference. Estimation of
parameter k in the enhanced modd was carried out using the performance indicator MAE
and RMSE.

The two models performance are presented in Table 3. The cdibration results showed that
using an adjustment factor k with the higtoricad average to reflect the measured traffic flow
condition performs better than using historica average done.

Time Series
The Box-Jenkins methodology that involves a three-stage cycle was used. For a detailed
description of the Box-Jenkins methodology refer to Makridakis et d. (1998) and Newbold

and Bos (1994). The first step requires the selection of the appropriate degree, d, of
differencing, and the autoregressive and moving average orders, p and g of the ARMA mode.

Once the potentid models from the generd ARIMA class have been sdected for fuller
andysis, the second step is to estimate the unknown coefficients of dl the potentid models.
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The best modd is selected according to the closeness of fit to data using AIC Akaike's
Information Criterion). MAE and RM SE were dso used to assst in the selection.

ARIMA(1,1,0) and ARIMA(2,1,0) were found to be the most suitable for this study (see
Table 3). The lower autoregressive, order ie. ARIMA(1,1,0) was selected for validation
because the higher autoregressve order did not significantly increase the predictive accuracy.

Seasonad ARIMA (SARIMA) was applied to the cdibration data using a season of 1 day
(s=96) and 1 week (s=672) to represent traffic flow patterns that repests itself every weekday
and every specific day of the week respectively. SARIMA(2,1,0)(1,0,0)e7. is the model
closest fit to the cdlibration data and performs better than the same model with a season of 1
day, SARIMA(2,1,0)(1,0,0)9s (See Table 3). SARIMA(2,1,0)(1,0,0)672 is selected for
vaidation. Also, the SARIMA modd does not have the “lagging” effect of the ARIMA modd
(see Figure 7 and Figure 8).

Table 3 — Calibration Results of Historical Average and Time Series Models

Model Type M odel MAE | RMSE | MAPE (%)
Historical Average | q(t+1) = gu(t+1) 169.6 248.7 10.1
Historical Average | q(t+1) = q (t+1) + k [q,(t) —q(t)] 119.0 176.0 7.4

Time series ARIMA(1,1,0) 196.3 | 308.2 11.6
Time series ARIMA(2,1,0) 193.7 307.1 113
Time series SARIMA(2,0,1)(1,0,0)96 136.6 229.0 8.9
Time series SARIMA(2,0,1)(1,0,0)672 83.6 184.6 49

MODEL RESULTSAND EVALUATION

A totd of sx modds were cdibrated and the validation results are presented in Table 4.
Based on MAE and RM SE, the enhanced historical average model (see Figure 6) has the
best performance, and the regression and ARIMA(1,1,0) models have the worst performance
(see Figure 7). Although the SARIMA(2,0,1)(1,0,0)s72 has the best performance in the
cdibration (see Figure 8), this modd did not peform as well as the enhanced higtorical
average modd.

A practicd measure of the predictive accuracy of the models is to evauate the percentage of
predicted flow within say 5 percent error.  For the enhanced historicd model, 74.6% and
91.9% of the predicted flows are within 5 and 10 percent errors respectively. Compared to
enhanced higtoricd average, SARIMA(2,0,1)(1,0,0)672, has 69.7% and 85.4% of the
predicted flows within 5 and 10 percent errors respectively.

The srength of historica average models is that the uses of historicad data helps capture the
shape of the traffic flow pattern, induding the degree of peaking and its sarting and finishing
times. This characteridtic is an advantage over some other techniques, such as the regresson
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modd, that has difficulty predicting the shape of the traffic flow pattern and produce "lagging”
behind the actud traffic flow pattern.

To test the robustness of the enhanced historical average moddl and the SARIMA modd,
weekend data (25 -26™ July 1998) were used. The results (see Table 5 and Figure 9)
clearly highlight the weskness of the higtoricd average modd, that is its inability to predict
traffic pattern when current traffic pattern is very different from the historical pattern. Hence it
isimportant that historical data are categorised into homogeneous groups.

Although the higoricd average models perform well during norma operating conditions, they
do not respond well to externa changes in system such as wesether, specid events, or modified
traffic control strategies

Table4 —Validation Results

Model Type M odel MAE | RMSE | MAP
E (%)

Regression qH=Aq(t-1)+B 1940 | 345.0 14.3
Regression q(t)=Aq(t-1)+Bqu(t-1)+C(q(t-1)/q(t-3))+D | 181.0 | 281.0 18.2
Historical Average | q(t+1) = gu(t+1) 158.2 | 231.0 105
Historical Average | q(t+1) = q(t+1) + k [q,(t) —q(t)] 110.2 | 1729 7.3
Time series ARIMA(1,1,0) 1932 | 311.8 | 120
Time series SARIMA(2,0,1)(1,0,0)672 1547 | 2703 | 88

Table5 — Validation Using Weekend Data Results
Model Type M odel MAE | RMSE | MAPE (%)

Historical Average | q(t+1) = g,(t+1) + k [q,(t) —q(t)] 2529 | 4343 20.3
Time series SARIMA(2,0,1)(1,0,0)672 150.3 | 200.1 10.3
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Enhanced Historical Average - Validation
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Figure 6 — Validation of Enhanced Historical Average Model
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Figure 7 — Validation of ARIMA(1,1,0)
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SARIMA(2,0,1)(1,0,0)67, - Validation
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Figure 8 — Validation of SARIMA(2,0,1)(1,0,0)672
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Figure 9 — Validation of SARIMA(2,0,1)(1,0,0)s7, using Weekend data
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CONCLUSION

The enhanced historica average and SARIMA hold considerable promise for gpplication to
traffic flow prediction. The strengths of these models have been demongtrated using red life
freeway data.

One common weskness of the regresson and ARIMA models is ther inability to forecast the

traffic flow pattern and the production of a “lagging” effect. The SARIMA modd has a
Seasona component that captures the seasond aspect of the traffic flow pattern and eiminates
the “lagging” effect. The enhanced historical average can dso capture the shape of the traffic

flow pattern using historica deta.

Advantages of the higtoricd average include the ease of implementing this mode and its high
execution speed.

Although the enhanced higtoricd average performs well during norma operating conditions, it
does not respond well to externa changes in the system such as wegther or specia events.
This study demondtrates the weakness of using the historica average technique based on a
weekday historical pattern for predicting weekend traffic flow.

The limitation of the historical average could be overcome by categorising data into different
homogeneous groups that can be applied to the appropriate condition.

Time series modds rely on past data for prediction and there is an issue with the handling of
missing data when implementing a time series modd.

Further study should be carried to test SARIMA and the historical average technique on other
gtes and to test the predictive accuracy of SARIMA by feeding the measured data back to
the modd. It would aso be beneficid to test the performance of SARIMA on shorter-term
prediction horizons of 2-10 minutes, as some traffic management and information systems
need to predict traffic conditions in few minutes time for effective traffic management.

Dia (2000) demongtrated that neurd network (time-lag recurrent network) has the capability
to reduce or eiminate the lagging effect and to produce prediction accuracies of up to 95
percent. It would be vauable to compare the performance of SARIMA and neural network
based on the same data set in future work.
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